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Thanks for the introduction.
I’m Kang Ning/ from Xi’an Jiaotong University.
Today, I am gonna be talking about/ how to mine specifications/ from network configurations.
And this is a joint work/ of Xi’an Jiaotong University and Huawei
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Nowadays, worldwide network outages/ frequently hit the headlines, disrupting the Internet access, and causing huge economic losses.



2Causes of Network Outages
Network outages are mostly caused by human network management errors
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One of the reason/ for these network outages/ is due to misconfigurations/ when human operators manage their networks.
For example, Uptime reported/ a majority of network outages/ are caused during network management/ when operators are making changes/ to theirs networks.
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There are two common tasks/ that are hard and risky.
The first one/ is when operators/ inherit legacy network.
The network/ can have hundreds of thousands of lines/ in configurations.
It is very challenging for operators/ to figure out/ what intent the configurations/ are trying to achieve.
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The second task/ is when operators/ are asked to make changes/ to their network configurations.
This process/ is very error-prone/ since the configurations/ are very complex.
Even there are some verifiers/ that can help operators/ to do kind of/ change impact analysis, another problem arises, that is/ what properties should they verify?
Specifying the properties/ is sometime even harder/ than verifying the properties, since the operators/ need to not only specify the new configurations/ achieved the desired goals, but also/ need to consider all possible un-intended side-effects.
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The hardness of network management/ is due to the low-level configurations, which are not human-friendly.
High-level specifications/ which can describe the intent of network/ will help a lot.
We call such descriptions/ as network specification/ or network spec.With network spec, operators/ can understand the network much easier, without diving into the network configuration details. 
Additionally, operators can use the spec/ to validate the correctness of network changes, without specifying the properties themselves.
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So/ what is network specification?
We define a specification of a network/ as the set of properties/ the network satisfies, and the failures/ these properties can tolerate. 
For example, here are some properties, including reachability, waypoint, isolation and so on. 

The third one/ is a reachability property/ which indicates that/ the traffic from node B/ can reach another node E.
Since networks/ are designed to tolerate certain number of failures, the properties/ are also associated with/ a failure tolerance level.
In this example, B should always reach E/ when there are no more than 2 links failures.
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The current approach/ to obtain the network specification/ is to use network verifiers.
More specifically, state-of-the-art specification mining tool/ Config2Spec/ uses network verifiers to check/ whether each candidate property/ holds under a certain link failures.
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Mining the specifications from configurations/ is no easy task.
The first difficulty/ is how to guarantee fidelity, that is the specification should faithfully/ reflect the real network behavior/ governed by the network configurations.
For one aspect, the failure tolerance of a property/ should refer to physical links.
Currently, most tools just consider logical layer-3 links, and therefore will arrive at a wrong results/ for failure tolerance.

To show this, let's take a look at this network. 
On a layer-3 topology, the failure tolerance for the reachability property/ from device A to prefix D is 1 link, since there are two disjoint forwarding paths.

However, if we consider the layer-1 topology, the failure tolerance is actually zero link, because if we fail link EC, then A cannot reach prefix D.
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Specification should reflect the same network behavior 
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The second source of fidelity loss/ is due to vendor-specific behaviors.
Different vendors may implement the same protocol/ in very different ways.
For example, a router from one vendor/ may erase the community list field/ in route advertisement, while the other vendor/ may not do that.
Without carefully taking into account these differences, the specifications that we obtain/ can be wrong.
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The second difficulty is/ how to guarantee scalability, that is,obtaining a network specification should support large-scale networks.
For example, in our data center network, the number of properties/ ranges in the hundreds of thousands. 
Furthermore, when considering tolerance values, we need to enumerate/ different numbers of failed links.
Both of these aspects make obtaining a specification/ a highly challenging task.
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However, there are many available tools/ can be used to obtain specifications, or mine specifications.
One the one hand, some tools like batfish or crystal/ can achieve high fidelity, mainly because their model/ is closer to the actual device behavior. 
but the scalability is low/ because each failure scenario needs to be enumerated. 
On the other hand, some other tools, like SRE Hoyan or  Config2Spec/ can achieve high scalability by custom network models, but they are low fidelity. 
Actually these tools are more like a compromise/ between fidelity and scalability.

So we have the question : Can we mine the network specification/ with high fidelity and scalability ? 
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The answer is our work NetMiner.
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The key insight of NetMiner/ is using pure simulation-based approach to ensure high fidelity.
Next we will show/ how NetMiner works. 
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NetMiner first generates the Layer-1 topologies, namely, failure scenarios.
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Next, NetMiner inputs the layer-1 topology into the control plane simulation tools.
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And simulation tools convert each Layer-1 scenario into routing tables
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Based on the routing tables, netminer select new scenarios for the next round.
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In the next round, simulation tools/ convert each scenario into routing tables with the same way.
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NetMiner run again in the third round.
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Simulation run again in the third round.
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Finally, the cycle terminates at a certain round, and NetMiner generates the specification.
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In this process, NetMiner focus on failure scenarios selection, 
and handing over data plane generation/ to control plane simulation tools.
The selection of failure scenarios at each step/ depends on the routing table computed in the previous iteration. 
However, the computation of the routing table, a vendor-specific operation, is decoupled from NetMiner.
With fidelity ensured in this way, we next introduce/ two scalability challenges behind it.
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The first challenge/ is how to efficiently generate failure scenarios. 
Now, let's take a closer look/ inside NetMiner.
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It will identify the relevant layer-1 topologies, 

but there are still many properties and failure scenarios /that we haven't addressed yet."
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The challenge 2/ is how to make layer-3 topology generation scalable?
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let’s see the inside/ of simulation tools again.
The first step/ is Layer3 topology generation,
it takes the layer-1 topologies as the input/ and convert layer-1 topologies into layer-3 topologies.
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And the second step/ is routing table generation,
it will generate the routing tables/ from layer-3 topologies.
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But the first step - layer3 topology generation is a bottleneck/ when we analyze a single scenario
the reason is on layer1/ there is a large number of devices, physical ports/ as well as vlans
and we verify this obersevation/ on two our data center networks, 
the time of generating layer3 topology/ is slow than generating routing tables a lot.
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So we have two challenges, the first is How to efficiently generate failure scenarios?and it is about the total number of failure scenarios.the second is How to make layer-3 topology generation scalable ?and it is about the time of analyzing a single failure scenarios.
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For the challenge 1, 
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we propose GSA to solve it.
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So /what is the general scenarios aggregation ? 
It can fast identify the relevent failure scenarios/ for multiple properties.

Let’s firsr see two reachabilities/ on this OSPF network
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We can use simulation tools/ to generate the forwarding path for both reachability.



34General Scenarios Aggregation

d G

A B

D E F

C

Reachability(     ,  d)  t=? A

Reachability(     ,     )  t=? A F

16

演示者
演示文稿备注
Instead of considering them separately, we consider them together
And we find the links on the forwarding paths/ will influnence both reachability
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And we identify these property-related links/ on the forwarding paths as the hot links, 
which means when we fail other links, the forwarding behavior of two reachability/ will not change
Therefore/ we can select the relevant failure scenarios/ from hot links.
Finally, we select 5 failure scenarios/ instead of 11 failure scenarios.
This is the key idea of GSA, finding the property-related links, namely hot links 
and merging these hot-links between properties/ to selecting relevent failure scenarios.
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Now, we will introduce the the details/ behind the ideas
The first/ is identifying hot links for single property/ without fidelity loss
Here/ netdice identify hot links/ by custom algorithm, and it will loss fidelity

And the second/ is Aggregating failure scenarios between properties
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First, we will introduce how to identify hot links.
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额外插入一页
NetMiner avoids fidelity loss/ by generating hot links/ only based on routing tables.

In addition, we found hot links or property-related links, are composed of/ forwarding paths and routing paths.

We illustrate how to find hot links/ only based on routing tables/ by this BGP network
Here, device C serves as a route reflector/ to other devices in AS1.

Let's take this reachability as an example
We first analyze the routing path/ from G to A, that is/ how device A learn the route to d.
and we will analyze the forwarding path later, that is/ how the traffic to d will forward.
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▸Example : BGP Network

Identify Hot Links
Dst Next Hop Learn From Type
d E C iBGP
E B B OSPF
... ... ... ...

AMain RIB of

→        routing PathG A

C

d G

A B

D E F

Reachability(A, 10.0.0.3/16, t=?) 

Cur

Dst

1219

Dst Next Hop Learn From Flag
d E C recursive
G E C recursive
... ... ... ...

AiBGP RIB of

Lst

Dst Next Hop Learn From Flag
C B B direct
D D D direct
... ... ... ...

AOSPF RIB of

演示者
演示文稿备注
we now show how to find routing paths in hot links only based on routing tables
first/ we look at the device A, device A is the current node/ and prefix d the destination node.

and we start from the main RIB

because the destination of the property/ is prefix d, so we search prefix d on Main rib

From the main RIB, we can know/ that the route to prefix d/ is learned via the iBGP protocol

next we search prefix d/ on ibgp rib
and we find the route rule/ about prefixes d

And from the iBGP rule, we can know the route is learned from device C/ and we mark C as the last hop

also we can know/ that the route d is recursive, so we need to further query the OSPF table.
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▸Example : BGP Network
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Now device C is destination, because A learn the route to prefix d/ from router reflector C
so we need to analyze the branch of routing path from C to A

next we find the rule in OSPF 
and know the route from C is propogated to A/ through B
And we mark link AB/ as routing path.
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▸Example : BGP Network
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Next, We will recurse to consider device B.

With the same way, on device B/ we know that the last hop is C, namely learn the route from C
And we mark link BC as routing path
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▸Example : BGP Network
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We terminated this branch at C, because the route is arrive at the destination
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▸Example : BGP Network
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Next, we are considering the branch of the route from G to C.
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After it, we also need to consider the forwarding path/ from device A to device G.
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After identifying the two paths,
we combine them as hot-links/ and only based on routing tables
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Now/, we will introduce/ how to select all relevant failure scenarios for one propertiy/ and aggregate them between properties.
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For this reachability property,

first/ we will start from the scenarios/ with no link failure.
then/ we will generate the forwarding path/ by simulation tools for the reach.

Then/ we will fail the links along the forwarding path respectively, and three new scenarios can be derived.
With the same method, we will generate the new forwarding paths/ with simulation tools again.

next/ We will consider this new scenario.
And generate the new scenarios/ by the forwarding path.

After selecting 10 revelant failure scenarios, we will find the reachability is unhold/ under one of the scenarios with 2 link failures. 
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For another property, we need to consider 13 failure scenarios.
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But now we have the problem,

recall that/ there is a large numbre of properties

and our experiment show/ when we consider the property one by one, even with the hot links method, the number of scenarios is greater than the enumeration method
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We solve it by aggregating failure scenarios.

First we find two properties have 17 same failure scenarios
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Therefore, we can eliminate these repeated scenarios/ and consider each scenario only once.
There are only two properties in this example, so the effect is not obvious. 
But the effect will more obvious/ as the number of properties increases



52Challenge 2
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the number of failure scenarios
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the time of analyzing a single failure scenario
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Now, we focus on the challenge 2
that is/ how to make layer-3 topology generation scalable



Fast Topology Mapping (FTM)

演示者
演示文稿备注
We solve the challenge 2/ by fast topology mapping.
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For analyzing one failure scenario, we need to/ start from layer-1 topology

to generate layer-3 topology

The left graph/ is the three-dimensional display/ of the right graph

And we can construct the bidirectional mapping/ between Layer-1 and Layer-3 topology
In the following, we will explain/ how to fast generate the Layer-3 topology from the mapping
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For example, first/ we will fail layer-1 links.
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Then,  we want to get relevant layer-3 links
from left graph, we can see that
when we fail link EC, both links AC and BC are affected
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We mark the two links on the right graph, which means these links might be blocked.
And the other links such as AB or CD/ will not be affected.
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On third step, we will check the layer-1 paths/ for these affected links
From the left graph/ that is fast topology mapping,
we can know AC is dependent on path AEC
BC is dependent on path BEC

The same way, we mark the layer-1 path to the right graph,
which means these paths/ may affect the relevent links
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On finally step, we check/ when we fail link EC, both path AEC and BEC/ will be blocked.
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And the corresponding links are blocked
This way, we only analyze the local network, avoiding analysis of whole layer1 networks.



61Optimizations

2   Trimming based on topology condidtion
Filter properties that do not satisfy the minimum cut requirement

1  Trimming based on enumeration analysis
Enumeration when the number of failed links is small
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NetMiner also employs two trimming optimization methods,/ is about setting initial properties for specification mining/ and the details can be seen in the paper.



62Evaluation

1  8k lines  of C++ & 1k lines of Java
Relying on Batfish [NSDI` 15] and Delta-net [NSDI` 17]

2   Experiment on three real and three synthetic datasets
Real : 10 (Internet2), 113 and 130 (two data center networks) devices      
Synthetic : with 33, 70, and 158 devices
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We implemented NetMiner/ in around 9000 lines of code.
We conducted experiments/ on three real datasets/ (Internet2 and two real data center networks)/ and three synthetic datasets.
The scale of the datasets/ are small, medium, and large, respectively



63Evaluation : Scalability

Faster than

Batfish+Delta-net : 102-105

Config2Spec :  6-16X

Tiramisu : 2-10X

33Devices 70 158 10 113 130

Consider VRF, ACL, PHY Link, ...

No significant increase in run time
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For scalability, we compared NetMiner with different typical tools/ and found/ that NetMiner generates specifications/ faster than state-of-the-art tools

And we find when we consider more features, Netminer’s runtime didn’t  increase significantly/ on two DCN networks




64Evaluation : Microbenchmark

GSA reduces # of Scenarios than

Enumeration(Batfish) : 102 to 103

FTM fast than 

Batfish : 105 to 106
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Compared with the baseline approach batfish, GSA reduces the number of failure scenarios/ by 2 to 3 orders of magnitude.

Moreover, FTM generates layer-3 topology/ is 5 to 6 orders of magnitude faster than baseline approach.
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Applying ACL 
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For fidelity, we conducted experiments/ on our data center network/ and found considering ACLs/ reduces the reachability properties/ by about 200. 

Furthermore, considering VLANs and link aggregation/ leads to larger tolerance values.

Our NetMiner can avoid these errors.



66Conclusions

Using pure simulation to achieve high fidelity

NetMiner is a general and scalable specification mining tool

Using general scenarios aggregation and fast topology mapping
to achieve high scalability

1236

演示者
演示文稿备注
In summary, NetMiner is a general and scalable specification mining tool
we used pure simulation to achieve high fidelity,
Moreover, we used general senarios aggreagation to reduce/ the total number of failure scenarios
and used fast topology mapping to reduce/ the time of analyzing a single failure scenario, thus achieve high scalability.





Questions 
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Thanks and Im happy to take any questions
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